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1. Introduction

Let &, n>1 be a sequence of independent and identically distributed

random variables determined on some probability space (€2, %,P). As is known
([1].I5],[12],[13]) the autoregression scheme or autoregression process of order one
AR(L) is determined by a recurrent relation of the form

Xn :ﬁoxn—l_'_én’ ’ nZl
where [, is some fixed number, and the initial value of the process X0 is

independent of innovation {fn} (see [1], [3], [5]. [7D).

Autoregression schemes are widely used in applied issues of theory of
random processes ([1],[5],[13]). Recently, a great attention is paid to studying
boundary crossing problems for Markov’s random walks described by
autregression process of order one ([3]-[11])

Assume
n n T 2
T, =D X Xy, Sp=D X2, and Z =—".
k=1 k=L 2S,
Let us consider the family of the first passage time
r,=inf{n>1:2 >a} 1)

by the process Z,, n=1 of the level a>0.
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Note that the family of stopping moments 7, of the form (1) was studied
in the paper [3], where limit distribution of the overshoot Z, —a as a —o was

found.
Similar families of the first passage time of the level by the processes

X,, T, and Sn were considered in the papers [5]-[11], where several important
properties of the family of the stopping moments of type 7, in (1) were studied.

In the present paper we prove a central limit theorem for the processes Z ,
as N—ooand Z, as a—> .

Note that such theorems are widely used in theory of random walks with
random indices, also in renewal theory and in statistical sequential analysis ([2]-

[11], [14]).
2. Formulation and proof of the main result

At first we enlist the known results on axisymmetric behavior of the
processes T,,S, and Z,,n>1.

In the paper [3] (see also [12]) it is shown that for |13, <1
T_n a.s ﬁo

=A,N 2
n Ty @
i%%:ﬂz, n— oo 3)

n 1- 5,

and

2

Zo_as > by A=A, N> (4)
n 2(1_130)

In [12] it was proved that under conditions |3,| <1 and EXg <o it holds
the central limit theorem for the process g, = T—” n>1:
S,
lim PVn (5, - ;)< x)=0(x,/2, ) )
uniformly in X € R, where

@(x) Y24y, xeR.

L,

z, = ng(%%j 6)

It is clear that
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X2
where g(X,y)=—.
9l y)=5,
Taylor’s second order expansion of the function g(x, y) at the point

(4., 4,) gives
00 Y)= 2+ X 2)=3 ARy =)

NE WO WASTVPRIE T\ JUPS S
2, @rF T ey T

where d, is an intermediate point between X and A; , while d, is an

intermediate point between Y and A, .
From (6) and (7) we get

To 5o LIS L
Zn:ng(F: N )—nls"'nﬂo[n /11) 2:30( n lzj"'gn (8)
where
a1 (T Y A (To )(Se_, ), 1 () (S_ )
n - 2/12n(n ﬂij (ﬂZH)Z(n ﬂij( n /12}4'2(12”)3 n /12 (9)

. . . . T . .
where A, is an intermediate point between —» and A;, while A, is an
n

. . : S
intermediate point between =" and A, .
n

We have
npzA ng? np? np?
NA; —nByA, + — 02_ 02+ 02 =
2 20-p4) -p8) 20-5)
Then from (8) we get
2
Zn :ﬁOTn _%Sn +&,. (10)
* Z -
To formulate the main results, we denote Z, = “—M’“ ,
Jn
* Zz- _T * Z -
Z, =" "= A and Z) = —" Tas

where N, :%.
3

It holds
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Theorem 1. Let E& =0, D& =1, 0<|f3,| <1 and EX; < 0. Then
lim P(Z; < x)=d(cx), xeR

n—oo

1
where c=———.
ZANES
Theorem 2. Let the conditions of theorem 1 be fulfilled. Then
lim P(Z" < x)=lim P(Z < x)=d(cx).
n—oo a a—0

For proving these theorems we need the following statements formulated as
lemmas.

Lemma 1. Let 7,,n>2 be a sequence of random variables such that
n, —==—-1 as n — oo . Then for any sequence of random variables Y,,n>1,

P(Y, <x)—P(Y,7, <x)—0, n—> for xe (1C,

n>1
where C_ denote the set of points of continuity the distribution functions
F.(x)=P(Y, <x).
This lemma was proved in the paper [11].
Lemma 2. For O<|ﬂ0| <1itholds
1) P(r, <o)=1forall a>0;
2) 1, —2% 500 as a—>0;
Ta

1
3 22 5= a—ow.
a

Proof. From (4) yields
P(supzn = ooj =1.
Therefore we have n
P(r, <o0)= P(supZn > aj =1

forall a>0.
For proving statement 2) we note that the variable 7, as a function of
parameter a increases. Consequently, there exists the limit
7, =limz, <oo forall Q.

a—0

Prove that P(z,, =o0)=1. Indeed, for each n>1
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P(z, >n)= lim P(z, >n)=lim P(sup Z, < aj =1

a—©  \ 1<k<n

On the other hand, {r, >n+1}c {r, >n}, and

{r, =°0}=ﬁ{700 >n}.

n=1
Therefore, by the axiom on continuity of probability measure we have
P(z’w = oo)zl.
Prove statement 3). From definition of variable 7, it follows that
Z a Z,
LR Qu.c (11)
Ta Ta Ta
By statement 2), 4) and theorem 1.2 of the work [2] we have
° 8% 50, as a—>o0. (12)

Ta
Then statement 3) of the proved lemma follows from (11) and (12).
Lemma 3. Let the sequence Y,,n=1 converge in distribution to the

random variable Y and be uniformly continuous in probability, i.e. the following
relation be satisfied:

lim su Pi‘max Y =Y, |>e(=0 13
50 nzﬁ) Sksné‘ ek Yol } 13
forany £ >0.

Let N (t), t >0 be the family of non-negative integer random variables

such that
&t) P Cast—oo

t

where C > 0 is some constant.
Then the families Yy ) and Y[y of random variables converge in

distribution to the random variable Y as t — oo.

This lemma is one of the variants of the well known theorem of Anscombe
(see e.g. [2],[14])
Lemma 4. The following statements are valid:
1) If the sequence of random variables converge almost surely to finite limit, then
they are uniformly continuous in probability, i.e. (13) is satisfied.

2) If the sequence of random variables X, and Y,,n =1 are uniformly continuous
in probability, then the sum X, +Y,,n=1 is also uniformly continuous in
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probability. In addition if the sequences X, and Y,,n>1 are stochastically
bounded, then the product XY, ,n =1 is uniformly continuous in probability.

The proof of this lemma is given in [14].
Lemma 5. If the conditions of theorem 1 are satisfied, the sequence

Z" = \/ﬁ(ﬁ—%], n>1
n
is uniformly continuous in probability.

2
Proof. From (10), taking into account A, = S,4, —%)ﬂz we have

\/ﬁ(%—ﬂgj=ﬁ0\/ﬁ(%—ﬂqj—%’2\/ﬁ(%—izj+j“ﬁ. (14)

As is shown in the paper [3], the sequences
* T *
T, :\/ﬁ(—"—AJ and S, :\/ﬁ(i—ﬂzj, n>1
n n

are stochastically bounded and uniformly continuous in probability.
From (9) and (14) we get

. e PR L1 e Ay e (A ) (e
7 g1 _Pog i 2|~ rf- T'S" += s F .
s L) s L)
By (2) and (3) we have
Aoy —225 4 and Ay, —2>5 4, as N —>o0.

Then the statement of lemma 5 follows from lemma 4.
Now prove the main results.

Proof of theorem 1. At first we consider the case 0 < 3, <1

Denote
Zn
77n - ﬂ3n '

It is clear that (4) yields

n,—=>1 as N—o0 (15)
From (2) and (3) it follows that

T

B, =S—”L>ﬂ0 as N —»o0 . (16)

n

From limit relation (5) it follows that
P(B, < x)—q{%] >0 (17)
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uniformly in Xe R as n — 0.
Applying the lemma 1 for the sequence ﬂn we have

P(B, <x)-P(1,8,<x)—>0 as n— o,

n

where 7, = ——
3
Taking into account (15) and (16), from (17) and (18) we find

p[%g%)_@(%]%

uniformly in X € R as n —o0.

A
From (19) instead of X we assume X’,FZ + f3, and have

uniformly in X € R as n —o0.
Hence it follows that

P(Z:SX)—(D{ x J—)O, n—o0.

M2,

This completes the proof of theorem 1 for the case 0 < S, <1.

(18)

(19)

Proof of theorem 1 in the case —1< £, <O is carried out similarly and we

use the equality (D(— X)+ CD(X):l forany XeR.

For proving theorem 2 it suffices to note that by lemma 2, 3 and 5, its

statement follows from theorem 1.

This work was supported by the science Development Foundation under
the President of the Republic of Azerbaijan - Grant Ne EIF-2013-9 (15)-46/13/1.
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Bir tartibli avtoreqression prosesla tasvir olunan tasadiifi dolasma
dcun limit teoremlari

F.H.Rahimov, I.A.ibadova, A.D.Forhadova, T. E. Hasimova

XULASO

isdo bir tortibli avtoregression AR(L)prosesi ilo tosvir olunan tosadifi
dolagmanin saviyyani kesma anindaki qiymoti ¢lin markazi limit teoremi isbat
edilir.

Acar stzlar: bir tortibli avtoregression proses AR(L), tosadiifi dolasma,
birinci dofa kasma ani, moarkazi limit teoremi.

IpeaenbHbIe TeOPEMbI A CAYUAHHOTO GJIYKIAHUSA, OMMCHIBAEMOT0
NPOIECCOM aBTOPErpeccHy MepBoro NopsiaiKa

®@.I'.ParumoB, U.A.Ub6anoBa, A.Jl. @apxanosa, T.3.'amumoBa
PE3IOME

B pabote pnoka3piBacTCs IIEHTpalbHAas IpeliesibHas Teopema Uit
3HaYeHHs B MOMEHT IIepeceueHHs YpOBHS CIy4dailHbIM  OXyXKIaHHEM,

OTIHMCHIBAEMOM TIPOLIECCOM aBTOperpeccH mepsoro mopsaka AR (1)

KnroueBble cioBa: aBTOpel"peCCI/IOHHHI\/’I mnponecc IMnepBoro mnopsdaaka,

CHy‘IaﬁHOFO 6J'Iy)KZ[aHI/IC, MOMCHT II€PBOI'0 BbIXOJ4d, HEHTpaJbHas MNpCACibHasA
TeOpEMaA.
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